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Fig. 1. An example of a sequence stylized using our approach. One frame from the original sequence is selected as a keyframe (a) and an artist stylizes it with
acrylic paint (b). We use this single style exemplar as the only data to train a network. After 16 seconds of training, the network can stylize the entire sequence
in real-time (c-d) while maintaining the state-of-the-art visual quality and temporal coherence. See the zoom-in views (e-g); even after 2 seconds of training,

important structures already start to show up. Video frames (a, c) and style exemplar (b) courtesy of © Zuzana Studena.

In this paper, we present a learning-based method to the keyframe-based
video stylization that allows an artist to propagate the style from a few
selected keyframes to the rest of the sequence. Its key advantage is that
the resulting stylization is semantically meaningful, i.e., specific parts of
moving objects are stylized according to the artist’s intention. In contrast
to previous style transfer techniques, our approach does not require any
lengthy pre-training process nor a large training dataset. We demonstrate
how to train an appearance translation network from scratch using only
a few stylized exemplars while implicitly preserving temporal consistency.
This leads to a video stylization framework that supports real-time inference,
parallel processing, and random access to an arbitrary output frame. It can
also merge the content from multiple keyframes without the need to perform
an explicit blending operation. We demonstrate its practical utility in various
interactive scenarios, where the user paints over a selected keyframe and
sees her style transferred to an existing recorded sequence or a live video
stream.
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1 INTRODUCTION

Example-based stylization of videos became recently popular thanks
to significant advances made in neural techniques [Kotovenko et al.
2019; Ruder et al. 2018; Sanakoyeu et al. 2018]. Those extend the
seminal approach of Gatys et al. [2016] into the video domain and
improve the quality by adding specific style-aware content losses.
Although these techniques can deliver impressive stylization results
on various exemplars, they still suffer from the key limitation of be-
ing difficult to control. This is due to the fact that they only measure
statistical correlations and thus do not guarantee that specific parts
of the video will be stylized according to the artist’s intention, which
is an essential requirement for use in a real production pipeline.
This important aspect is addressed by a concurrent approach—the
keyframe-based video stylization [Bénard et al. 2013; Jamriska et al.
2019]. Those techniques employ guided patch-based synthesis [Fiser
et al. 2016; Hertzmann et al. 2001] to perform a semantically mean-
ingful transfer from a set of stylized keyframes to the rest of the
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target video sequence. The great advantage of a guided scenario is
that the user has a full control over the final appearance, as she can
always refine the result by providing additional keyframes. Despite
the clear benefits of this approach, there are still some challenges
that need to be resolved to make the method suitable for a produc-
tion environment.

One of the key limitations of keyframe-based stylization tech-
niques is that they operate in a sequential fashion, i.e., their outputs
are not seekable. When the user seeks to any given frame, all the
preceding frames have to be processed first, before the desired result
can be displayed. This sequential processing does not fit the mecha-
nism of how frames are handled in professional video production
tools, where random access and parallel processing are inevitable.

Another important aspect that needs to be addressed is merging,
or blending, the stylized content from two or more (possibly in-
consistent) keyframes to form the final sequence. Although various
solutions exist to this problem (e.g., [Jamriska et al. 2019; Shechtman
et al. 2010]), the resulting sequences usually suffer from visible clut-
ter or ghosting artifacts. To prevent the issues with merging, the user
has to resort to a tedious incremental workflow, where she starts by
processing the whole sequence using only a single keyframe first.
Next, she prepares a corrective keyframe by painting over the result
of the previous synthesis run. This requires re-running the synthesis
after each new correction, which leads to additional computational
load and slows the overall process down.

To summarize, it would be highly beneficial to develop a guided
style transfer algorithm that would act as a fast image filter. Such
a filter would perform a semantically meaningful transfer on indi-
vidual frames without the need to access past results, while still
maintaining temporal coherence. In addition, it should also react
adaptively to incoming user edits and seamlessly integrate them on
the fly without having to perform an explicit merging.

Such a setting resembles the functionality of appearance trans-
lation networks [Isola et al. 2017; Wang et al. 2018a], which can
give the desired look to a variety of images and videos. In these
approaches, generalization is achieved by a large training dataset of
aligned appearance exemplars. In our scenario, however, we only
have one or a few stylized examples aligned with the input video
frames, and we propagate the style to other frames with similar
content. Although this may seem like a simpler task, we demon-
strate that when existing appearance translation frameworks are
applied to it naively, they lead to disturbing visual artifacts. Those
are caused by their tendency to overfit the model when only a small
set of appearance exemplars is available.

Our scenario is also similar to few-shot learning techniques [Liu
et al. 2019; Wang et al. 2019b] where an initial model is trained
first on a large generic dataset, and then in the inference time,
additional appearance exemplars are provided to modify the target
look. Although those methods deliver convincing results for a great
variety of styles, they are limited only to specific target domains
for which large generic training datasets exist (e.g., human bodies,
faces, or street-view videos). Few-shot appearance translation to
generic videos remains an open problem.

In this paper, we present a new appearance translation frame-
work for arbitrary video sequences that can deliver semantically
meaningful style transfer with temporal coherence without the need
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to perform any lengthy domain-specific pre-training. We introduce
a patch-based training mechanism that significantly improves the
ability of the image-to-image translation network to generalize in a
setting where larger dataset of exemplars is not available. Using our
approach, even after a couple of seconds of training, the network
can stylize the entire sequence in parallel or a live video stream in
real-time.

Our method unlocks a productive workflow, where the artist pro-
vides a stylized keyframe, and after a couple of seconds of training,
she can watch the entire video stylized. Such rapid feedback allows
the user to quickly provide localized changes and instantly see the
impact on the stylized video. The artist can even participate in an in-
teractive session and watch how the progress of her painting affects
the target video in real-time. By replacing the target video with a
live camera feed, our method enables an unprecedented scenario
where the artist can stylize an actual live scene. When we point the
camera at the artist’s face, for instance, she can simultaneously paint
the keyframe and watch a stylized video-portrait of herself. Those
scenarios would be impossible to achieve with previous keyframe-
based video stylization methods, and our framework thus opens the
potential for new unconventional applications.

2 RELATED WORK

A straightforward approach to propagate the stylized content from
a painted keyframe to the rest of the sequence could be to estimate
dense correspondences between the painted keyframe and all other
video frames [Li et al. 2019; Wang et al. 2019a] or compute an
optical flow [Chen et al. 2013] between consecutive frames, and use
it to propagate the stylized content from the keyframe. However,
as shown in Jamriska et al. [2019] this simple approach may lead
to noticeable distortion artifacts as the textural coherence is not
maintained. Moreover, even when the distortion is small the texture
advection effect leads to an unwanted perception that the stylized
content is painted on the surface.

A more sophisticated approach to keyframe-based video styliza-
tion was pioneered by Bénard et al. [2013] who use guided patch-
based synthesis [Hertzmann et al. 2001] to maintain textural coher-
ence. In their approach a 3D renderer is used to produce a set of
auxiliary channels, which guides the synthesis. This approach was
recently extended to arbitrary videos by Jamriska et al. [2019]. In
their framework, guiding channels are reconstructed automatically
from the input video. Jamriska et al. also offer a post-processing step
that merges the content stylized from multiple possibly inconsistent
keyframes. Although patch-based techniques prove to deliver con-
vincing results, their crucial drawback is that they can stylize the
video only sequentially and require an explicit merging step to be
performed when multiple keyframes are provided. Those limitations
hinder random access, parallel processing, or real-time response,
which we would like to preserve in our video stylization framework.

When considering fast video stylization, appearance translation
networks [Isola et al. 2017] could provide a more appropriate solu-
tion. Once trained, they can perform semantically meaningful ap-
pearance transfer in real-time as recently demonstrated on human
portraits [Futschik et al. 2019]. Nevertheless, a critical drawback
here is that to learn such a translation network a large training



dataset is required. That can be hardly accessible in a generic video
stylization scenario, where only a few hand-drawn exemplars exist,
let alone in the context of video-to-video translation [Chan et al.
2019; Wang et al. 2018a] which is completely intractable.

Recently, few-shot learning techniques were introduced [Wang
et al. 2019¢,b] to perform appearance translation without the need
to have a large dataset of specific style translation pairs. However,
to do that a domain-specific dataset is required (e.g., facial videos,
human bodies in motion, etc.) to pre-train the network. Such a
requirement impedes the usage of previous few-shot methods in a
general context where the target domain is not known beforehand.

In our method, we relax the requirement of domain-specific pre-
training and show how to train the appearance translation network
solely on exemplars provided by the user. Our approach bears re-
semblance to previous neural texture synthesis techniques [Li and
Wand 2016; Ulyanov et al. 2016], which train a network with limited
receptive field on a single exemplar image and then use it to infer
larger textures that retain essential low-level characteristics of the
exemplary image. A key idea here is to leverage the fully convolu-
tional nature of the neural net. Even if the network is trained on a
smaller patches it can be used to synthesize larger images.

Recently, the idea of patch-based training was further explored
to accelerate training [Shocher et al. 2018] or to maintain high-level
context [Shaham et al. 2019; Shocher et al. 2019; Zhou et al. 2018];
however, all those techniques deal only with a singe image scenario
and are not directly applicable in our context. Also, they do not use a
deliberately smaller batch of randomly cropped patches as a means
of overfitting avoidance which is one of our key contributions.

Handling temporal consistency is a central task of video styliza-
tion methods. When individual frames are stylized independently,
the resulting stylized animation usually contains intense temporal
flickering. Although this effect is natural for traditional hand-colored
animations [Fiser et al. 2014] it may become uncomfortable for the
observer when watched for a longer period of time. Due to this rea-
son, previous video stylization methods, either patch-based [Bénard
et al. 2013; Figer et al. 2017; Frigo et al. 2019; Jamriska et al. 2019] or
neural-based [Chen et al. 2017; Ruder et al. 2018; Sanakoyeu et al.
2018], try to ensure temporal stability explicitly, e.g., by measur-
ing the consistency between previous and a newly generated video
frame. Alternatively, blind temporal coherency [Lai et al. 2018] could
be used in the post-processing step. Yet, these approaches introduce
data-dependency to the processing pipeline, which we would like
to avoid to enable random access and parallel processing.

Our approach bears also a resemblance to a just-in-time training
recently proposed by Mullapudi et al. [2019]. In their approach,
labelling is provided for a subset of frames by a more accurate
predictor and then propagated the the rest of the sequence using a
quickly trained lightweight network. To deliver sufficient quality, a
relatively large number of keyframes is necessary. Also, full-frame
training is employed which we demonstrate could suffer from strong
overfitting artifacts and thus is not applicable in our scenario where
a detailed texture needs to be propagated.

Interactive Video Stylization Using Few-Shot Patch-Based Training + 1:3

3 OUR APPROACH

The input to our method is a video sequence I, which consists of N
frames. Optionally, every frame I; can be accompanied by a mask M;
to delineate the region of interest; otherwise, the entire video frame
is stylized. Additionally, the user also specifies a set of keyframes
I¥ c I, and for each of them, the user provides stylized keyframes
S, in which the original video content is stylized. The user can
stylize the entire keyframe or only a selected subset of pixels. In the
latter case, additional keyframe masks M k are provided to determine
the location of stylized regions (see Fig. 2 for details).

k
170

Fig. 2. The setting of video stylization with keyframes. The first row shows
an input video sequence I. There are two keyframes painted by the user, one
keyframe is painted fully (Slk) and the other is painted only partially (S7k0).
Mask Mlk denotes that the entire keyframe is used; mask M7kO specifies
only the head region. Our task is to stylize all frames of the input sequence
I while preserving the artistic style of the keyframes. The sequence O in
the bottom row shows the result of our method. Video frames (I) and style
exemplars (S) courtesy of © Zuzana Studena.

Our task is to stylize I in a way that the style from Sk is trans-
ferred to the whole of I in a semantically meaningful way, i.e., the
stylization of particular objects in the scene remains consistent. We
denote the output sequence by O. The aim is to achieve visual qual-
ity and temporal consistency comparable to the state-of-the-art in
the keyframe-based video stylization [Jamriska et al. 2019]. How-
ever, in contrast to this previous work, we would like to stylize the
video frames in random order, possibly in-parallel, or on-demand
in real-time, without the need to wait for previous frames to be
stylized or to perform explicit merging of stylized content from
different keyframes. In other words, we aim to design a translation
filter that can quickly learn the style from a few heterogeneously
hand-drawn exemplars S¥ and then stylize the entire sequence I
in parallel, or any single frame on demand. It would also be ben-
eficial if the learning phase was fast and incremental so that the
stylization of individual video frames could start immediately, and
the stylization quality would progressively improve over time.
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Fig. 3. Comparison of full-frame training vs. our patch-based approach: the original frames from the input sequence I are marked in blue and details of
their stylized counterparts O are marked in red. The full-frame training scheme of Futschik et al. [2019] (a) as well as our patch-based approach (b) closely
reproduce the frame on which the training was performed (see the frame S{‘ in Fig. 6). Both stylized frames (a, b) look nearly identical, although the training
loss is lower for the full-frame scheme. Nevertheless, the situation changes dramatically when the two networks are used to stylize another frame from the
same sequence (here frame Is). The network which was trained using the full-frame scheme produces images that are very noisy and have fuzzy structure (c).
This is due to the fact that the full-frame training causes the network to overfit the keyframe. The network is then unable to generalize to other frames in the
sequence even though they structurally resemble the original keyframe. The network which was trained using our patch-based scheme retains the fidelity and
preserves the important artistic details of the original style exemplar (d). This is thanks to the fact that our patch-based scheme better encourages the network
to generalize to unseen video frames. Video frames (I) courtesy of © Zuzana Studena.

(a)

DECODER

stylized keyframe

original keyframe

Fig. 4. Training strategy: we randomly sample a set of small patches from the masked area of the original keyframe (a). These patches are then propagated
through the network in a single batch to produce their stylized counterparts (b). We then compute the loss of these stylized counterparts (b) with respect to
the co-located patches sampled from the stylized keyframe (c) and back-propagate the error. Such a training scheme is not limited to any particular loss
function; in this paper, we use a combination of L1 loss, adversarial loss, and VGG loss as described in [Futschik et al. 2019]. Video frame (left) and style
exemplar (right) courtesy of © Zuzana Studena.

To design such a filter, we adopt the U-net-based image-to-image
translation framework of Futschik et al. [2019], which was origi-
nally designed for the stylization of faces. It uses a custom network
architecture that can retain important high-frequency details of the
original style exemplar. Although their network can be applied in
our scenario directly, the quality of results it produces is notably
inferior as compared to current state-of-the-art (see Fig. 3¢ and our
supplementary video at 2:20). One of the reasons why this happens
is that the original Futschik et al’s network is trained on a large
dataset of style exemplars produced by FaceStyle algorithm [FiSer
et al. 2017]. Such many exemplars are not available in our scenario,

ACM Trans. Graph., Vol. 39, No. 4, Article 1. Publication date: July 2020.

and thus the network suffers from strong overfitting. Due to this rea-
son, keyframes can be perfectly reconstructed; however, the rest of
the frames are stylized poorly, even after applying well-known data
augmentation methods. See the detailed comparison in Figures 3
and 9. Furthermore, the resulting sequence also contains a disturb-
ing amount of temporal flickering because the original method does
not take into account temporal coherence explicitly.

To address the drawbacks mentioned above, we alter how the net-
work is trained and formulate an optimization problem that allows
fine-tuning the network’s architecture and its hyper-parameters to
get the stylization quality comparable to the current state-of-the-art,



even with only a few training exemplars available and within short
training time. Also, we propose a solution to suppress temporal
flicker without the need to measure consistency between individual
video frames explicitly. In the following sections, those improve-
ments are discussed in further detail.

3.1 Patch-Based Training Strategy

To avoid network overfitting to the few available keyframes, we
adopt a patch-based training strategy. Instead of feeding the en-
tire exemplar to the network as done in [Futschik et al. 2019],
we randomly sample smaller rectangular patches from all stylized
keyframes S¥ (see Fig. 4) and train the network to predict a stylized
rectangluar area of same size as input. The sampling is performed
only within the area of masked pixels M k_Note that thanks to the
fully convolutional nature of the network, once trained, it can be
directly used to stylize the entire video frame even though the train-
ing was performed on smaller patches (see Fig. 5). The key benefit
of this explicit cropping and randomization step is that it simulates
the scenario when a large and diverse dataset is used for training. It
prevents the network from overfitting and generalizes to stylize the
other video frames better. This training strategy is similar to one
previously used for texture synthesis [Zhou et al. 2018].

(a) Input Batch

s

Fig.5. Inference: thanks to the fully convolutional nature of the network, we
can perform the inference on entire video frames, even though the training
is done on small patches only. Since the inference does not depend on other
stylized frames, all video frames can be stylized in parallel or in random
order. This allows us to pass many or even all of the input frames (a) through
the network in a single batch and get all output frames (b) at once. Video
frames (left) courtesy of © Zuzana Studena.

(b) Output Batch

Parallel
Inference

-

Although the reconstruction loss measured on keyframes S
is higher when compared to full-frame training after comparable
amount of time, on the remaining frames of I the reconstruction
loss is considerably lower when comparing to the frames stylized
using state-of-the-art keyframe-based video stylization method of
Jamrigka et al. which we purposefully consider as a ground truth
(cf. supplementary video at 0:08 and 1:08). This lower loss w.r.t.
Jamriska et al. translates to much better visual quality.
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3.2 Hyper-parameter Optimization

Although the patch-based training strategy considerably helps to
resolve the overfitting problem, we find that it is still essential to
have a proper setting of critical network hyper-parameters, as their
naive values could lead to poor inference quality, especially when
the training performance is of great importance in our applications
(see Fig. 8). Besides that, we also need to balance the model size to
capture the essential characteristics of the style yet being able to
perform the inference in real-time using off-the-shelf graphics card.

We formulate an optimization problem in which we search for
an optimal setting of the following hyper-parameters: W, —size of a
training patch, Np—number of patches used in one training batch,
a—learning rate, and N —number of ResNet blocks used in our net-
work architecture. The aim is to minimize the loss function used in
Futschik et al. [2019] computed over the frames inferred by our net-
work and their counterparts stylized using the method of Jamriska
et al. [2019]. The minimization is performed subject to the following
hard constraints: T;—the time for which we allow the network to
be trained for and T;—the inference time for a single video frame.
Since T; as well as T; are relatively short (in our setting T; = 30 and
T; = 0.06 seconds) full optimization of hyper-parameters becomes
tractable. We used the grid search method on a GPU cluster, to find
the optimal values (see detailed scheme Fig. 6). In-depth elaboration
can be found in Section 4.

In our experiments, we found that hyper-parameter optimization
is relatively consistent when different validation sequences are used.
We thus believe the setting we found is useful for a greater variety
of styles and sequences. Note also that the result of Jamriska et al. is
used only for fine-tuning of hyper-parameters. Once this step is
finished, our framework does not require any guided patch-based
synthesis algorithm and can act fully independently.

Fig. 6. To fine-tune critical hyper-parameters of our network, we propose
the following optimization scheme. We tune batch size Ny, patch size W,
number of ResNet blocks N, and learning rate . Using the grid search
method we sample 4-dimensional space given by these hyper-parameters
and for every hyper-parameter setting we (1) perform a training for a given
amount of time, (2) do inference on unseen frames, and (3) compute the
loss between inferred frames (Oy4) and result of [Jamriska et al. 2019] (GTy)
- which we consider to be ground truth. The objective is to minimize this
loss. Note that the loss in step (1) and the loss in step (3) are both the same.
Video frames (I) and style exemplar (S) courtesy of © Zuzana Studena.
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3.3 Temporal Coherency

Once the translation network with optimized hyper-parameters
is trained using the proposed patch-based scheme, style transfer
to I can be performed in real-time or in parallel on the off-the-
shelf graphics card. Even though such a frame-independent process
yields relatively good temporal coherence on its own (as noted by
Futschik et al.), in many cases, temporal flicker is still apparent.
We aim to suppress it while keeping the ability of the network to
perform frame-independent inference. We analyzed the source of
the temporal instability and found two main reasons: (1) temporal
noise in the original video and (2) visual ambiguity of the stylized
content. We discuss our solution to those issues in the following
paragraphs.

We observed that the appearance translation network tends to
amplify temporal noise in the input video, i.e., even a small amount
of temporal instability in the input video causes visible flicker in the
output sequence. To suppress it, we use the motion-compensated
variant of bilateral filter operating in the temporal domain [Bennett
and McMillan 2005]. See our supplementary video (at 2:40) for the
flicker reduction that can be achieved using this pre-filtering. Al-
though bilateral filter requires nearby frames to be fetched into the
memory, it does not violate our requirement for frame-independent
processing.

Another observation we made is that filtering the input video
reduces temporal flicker only on objects that have distinct and vari-
able texture. Those that lack sufficient discriminatory information
(e.g., homogeneous regions) flicker due to the fact that the visual
ambiguity correlates with the network’s ability to recall the desired
appearance. To suppress this phenomenon, one possibility is to pre-
pare the scene to contain only well distinctive regions. However,
such an adjustment may not always be feasible in practice.

Instead, we provide an additional input layer to the network that
will improve its discriminative power explicitly. This layer consists
of a sparse set of randomly distributed 2D Gaussians, each of which
has a distinct randomly generated color. Their mixture represents
a unique color variation that helps the network to identify local
context and suppress the ambiguity (see Fig. 7). To compensate
for the motion in the input video, Gaussians are treated as points
attached to a grid, which is deformed using as-rigid-as-possible
(ARAP) image registration technique [Sykora et al. 2009]. In this
approach, two steps are iterated: (1) block-matching estimates opti-
mal translation of each point on the grid, and (2) rigidity is locally
enforced using the ARAP deformation model to regularize the grid
structure. As this registration scheme can be applied independently
for each video frame, the condition on frame independence is still
satisfied.

The reason why the mixture of Gaussians is used instead of di-
rectly encoding pixel coordinates as done, e.g., in [Jamriska et al.
2019; Liu et al. 2018] is the fact that random colorization provides
better localization and their sparsity, together with rotational sym-
metry, reduces the effect of local distortion, which may confuse the
network. In our supplementary video (at 3:20) we, demonstrate the
benefit of using the mixture of Gaussians over the layer with color-
coded pixel coordinates. In case of extreme non-planar deformation
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(e.g., head rotation) or strong occlusion (multiple scene planes), ad-
ditional keyframes need to be provided or the scene separated into
multiple layers. Each keyframe or a scene layer has then its own
dedicated deformation grid. We demonstrate this scenario in our
supplementary video (at 2:56).

4 RESULTS

We implemented our approach in C++ and Python with PyTorch,
adopting the structure of the appearance translation network of
Futschik et al. [2019] and used their recommended settings including
training loss. Ground truth stylized sequences for hyper-parameter
tuning and comparison were produced using the video stylization
method of Jamriska et al. [2019].

We performed fine-tuning of hyper-parameters on a selection of
frames from our evaluation sequences. We computed their stylized
counterparts using the method of Jamriska et al. [2019] and per-
formed optimization using grid search on a cluster with 48 Nvidia
Tesla V100 GPUs in 3 days. We searched over the following intervals:
W), € (12,188), N, € (5,1000), N € (1,40), @ € (0.0002,0.0032). In
total we sampled around 200,000 different settings of those hyper-
parameters. We found the optimal patch size to be W}, = 36 pixels,
the number of patches in one batch N, = 40, learning rate & =
0.0004, and the number of ResNet blocks N, = 7.

See Fig. 8 to compare visual quality for different hyper-parameter
settings. Note the substantial improvement in visual quality over
different settings, which confirms the necessity of this optimization.
An interesting outcome of the proposed hyper-parameter optimiza-
tion is a relatively small number of patches in one batch Nj, = 40
(Fig. 8a). This value interplays with our choice of patch-based train-
ing scheme. Although a common strategy would be to enlarge N, as
much as possible to utilize GPU capability, in our case, increasing Np,
is actually counterproductive as it turns training scheme into a full-
frame scenario that tends to overfit the network on the keyframe
and produce poor results on unseen video frames. A smaller number
of randomly selected patches in every batch increases the variety
of back-propagation gradients and thus encourages the network to
generalize better. From the optimal patch size W), = 36 (Fig. 8b) it is
apparent that smaller patches may not provide sufficient context,
while larger patches may make the network less resistant to appear-
ance changes caused by deformation of the target object and less
sensitive to details. Surprisingly, the number of ResNet blocks N,
(see Fig. 8c) does not have a significant impact on the quality, al-
though there is a subtle saddle point visible. Similar behavior also
holds true for the learning rate parameter «. In addition, we also
examined the influence of the number of network filters on the final
visual quality (see our supplementary material). The measurements
confirmed that the number of filters needs to be balanced as well to
capture the stylized content while still avoid overfitting.

With all optimized hyper-parameters, a video sequence of resolu-
tion 640 X 640 with 10% of active pixels (inside the mask M k) can
be stylized in good quality at 17 frames per second after 16 seconds
of training (see Fig. 1).

We evaluated our approach on a set of video sequences with
different resolutions ranging from 350 X 350 to 960 X 540, containing
different visual content (faces, human bodies, animals), and various
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(®)

Fig. 7. To suppress visual ambiguity of the dark mostly homogeneous T-shirt in (a) an auxiliary input layer is provided that contains a mixture of randomly
distributed and colored Gaussians (b). The translation network is trained on patches of which input pixels contain those additional color components. The aim
is to reproduce the stylized counterpart (c). Once the network is trained a different frame from the sequence can be stylized (d) using adopted version of
the auxiliary input layer (e). The resulting sequence of stylized frames (f) has notably better temporal stability (cf. our supplementary video at 2:40). Video
frames (a, d) courtesy of © Zuzana Studena and style exemplar (b) courtesy of © Pavla Sykorova.

10 50 100 500 1000 20 40 60 80 100 1 2

(a) Batch Size (b) Patch Size (c) ResNet Blocks

6 8 10 20 40

Fig. 8. Influence of important hyper-parameters on visual quality of results. The loss, y-axes, is computed w.r.t. the output of Jamriska et al. [2019]. The
best setting for each hyper-parameter is highlighted in red: (a) The loss curve for the batch size Nj—the number of patches in one training batch (other
hyper-parameters are fixed). As can be seen, increasing N}, deteriorates visual quality significantly; it indicates that there exists an ideal amount of data to
pass through the network during the back-propagation step. (b) The loss curve for the patch size W},. The optimal size of a patch is around 36x36 pixels. This
fact indicates that smaller patches may not provide sufficient context while larger ones could make the network less robust to deformation changes. (c) The
loss curve for the number of ResNet blocks N, that corresponds to the capacity of the network. As can be seen, settings with 7 ResNet blocks is slightly better
than other results; however, this hyper-parameter does have major impact on the quality of results. For additional experiments with hyper-parameter setting,
refer to our supplementary text.

artistic styles (oil paint, acrylic paint, chalk, color pencil, markers, supplementary video (at 0:08 and 1:08) for the resulting stylized
and digital image). Simpler sequences were stylized using only one sequences.

keyframe (see Figures 1, 3, 7, 11, and 12) while the more complex
ones have multiple (ranging from two to seven, see Figures 14, 13,
15, and 16). Before training, the target sequence was pre-filtered
using the bilateral temporal filter. In case that the sequence contains
regions having ambiguous appearances, we compute an auxiliary
input layer with the mixture of randomly colored Gaussians that
follows the motion in the target sequence. During the training phase,

4.1 Comparison

To confirm the importance of our patch-based training strategy,
we conducted comparisons with other commonly used methods
for data-augmentation that can help avoiding overfitting such as
adding Gaussian noise to the input, randomly erasing selected pixels,
occluding larger parts of the input image, or performing dropout
before each convolution layer. We found that none of these tech-
niques can achieve comparable visual quality to our patch-based

we randomly sample patches inside the mask M k from all keyframes
k and feed them in batches to the network to compute the loss
and backpropagate the error. Training, as well as inference, were L= 3
performed on Nvidia RTX 2080 GPU. The training time was set to training strategy (see Fig. 9).

be proportional to the number of input patches (number of pixels We compared our appro;.ich _With the c.1v1rrent state-of-the-art in
inside the mask M¥), e.g., 5 minutes for a 512 x 512 keyframe with keyframe-ba.sed video stylization [Jamriska et al. 2019]. for the
all pixels inside the mask. After training, the entire sequence can results see Figures 10, 12, 14, 15, and our supplementary video (at

be stylized at the speed of roughly 17 frames per second. See our 0:08 and 1:08). Note h-OW the overall visual quality, as well as the
temporal coherence, is comparable. In most cases, our approach

ACM Trans. Graph., Vol. 39, No. 4, Article 1. Publication date: July 2020.
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Fig. 9. To deal with the overfitting caused by a minimal amount of training
data, we tried several commonly used techniques to enforce regularization.
In all cases shown in this figure, we trained the network on the first frame;
the shown results are zoomed details of the fifth frame. (a) is a result
of the original full-frame training. (b-h) are results of full-frame training
with some data augmentation. (i) is a result of our patch-based training
strategy—see how our technique can deliver much sharper and significantly
better visual quality results, please, zoom into the figure to better appreciate
the difference. In case of (b-c), Gaussian noise was used to augment the
data; (d) some pixels were randomly set to black; (e-f) some parts of the
image were occluded; (g) dropout of entire 2D feature maps; (h) dropout of
individual pixels before each convolution layer.

is better at preserving important structural details in the target
video, whereas the method of Jamriska et al. often more faithfully
preserves the texture of the original style exemplar. This is caused
by the fact that the method of Jamriska et al. is non-parametric, i.e.,
it can copy larger chunks of the style bitmap to the target frame.
Our method is parametric, and thus it can adapt to fine structural
details in the target frame, which would otherwise be difficult to
reproduce using bitmap chunks from the original style exemplar.
Regarding the temporal consistency, when our full-fledged flicker
compensation based on the mixture of Gaussians is used our ap-
proach achieves comparable coherency in time to the method of
Jamrigka et al. It is also apparent that when multiple keyframes are
used for stylization, ghosting artifacts mostly vanish in our method,
unlike in Jamrigka et al. When the original noisy sequence is used,
or only the bilateral filtering is applied, the resulting sequence may
flicker a little more when compared to the output of Jamriska et al.
However, we argue that the benefits gained from random access and
parallel processing greatly outweigh the slight increase of temporal
flicker. Moreover, the order-independent processing brings also a
qualitative improvement over the method of Jamriska et al. that
tends to accumulate small errors during the course of the sequence,
and visibly deteriorates after a certain number of frames.
Performance-wise a key benefit of our approach is that once the
network is trained, one can perform stylization of a live video stream
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Fig. 10. When the target subject undergoes a substantial appearance change,
the results of both Jamriska et al. [2019] (b) and our method (c) exhibit
noticeable artifacts. The parts that were not present in the keyframe are
reconstructed poorly—see the face and hair regions where [Jamriska et al.
2019] produces large flat areas, while our approach does not reproduce the
color of the face well. Video frames (insets of a-c) and style exemplars (a)
courtesy of © Zuzana Studena.

Fig. 11. Given one keyframe (a) and a video sequence (in blue), our method
produces the stylized result (b). Video frames (insets of a, b) courtesy of
© Adam Finkelstein and style exemplars (a) courtesy of © Pavla Sykorova.

Fig. 12. For the state-of-the-art algorithm of [Jamriska et al. 2019], contour
based styles (a) present a particular challenge (b). Using our approach (c),
the contours are transferred with finer detail and remain sharp even as the
sequence undergoes transformations. Video frames (insets of a-c) and style

exemplar (a) courtesy of © Stépanka Sykorova.

in real-time. Even in the offline setting, when the training phase is
taken into account, the overall end-to-end computation overhead is
still competitive. On a 3 GHz quad-core CPU with Nvidia RTX 2080
GPU, a 512 X 512 sequence with 100 frames takes around 5 minutes
to train until convergence and stylize using our approach, whereas
the method of Jamriska et al. requires around 15 minutes.
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Fig. 13. The Lynx sequence stylized using two keyframes (a, d). Notice how our method produces seamless transition between the keyframes while preserving
fine texture of the style (b, c). Watch our supplementary video (at 1:22) to see the sequence in motion. Style exemplars (a, d) courtesy of © Jakub Javora.

Fig. 14. Keyframes (a, f) were used to stylize the sequence of 154 frames. See the qualitative difference between Jamriska et al. [2019] (b) and our result (c).
Focusing mainly on zoom-in views, our approach better preserves contour lines around the nose and chin; moreover, the method of Jamriska et al. suffers from
blending artifacts—the face is blended into the hair region. On the other hand, comparison on a different frame from the same sequence shows that the result
of Jamriska et al. (d) is qualitatively superior to our result () on this particular frame. See the corresponding zoom-in views where the approach of Jamriska et
al. produces cleaner results. Video frames (insets of a-f) and style exemplars (a, f) courtesy of © Muchalogy.

Fig. 15. A complex input sequence (the first row) with seven keyframes, three of them are shown in (a, d, g). Here we compare our approach to the approach
of Jamriska et al. [2019]. See our result (b) and theirs (h) along with the close-ups (b’, h’); due to their explicit handling of temporal coherence, the texture
of the fur leaks into the box (h’). Next, compare our result (c) to theirs (i); our approach better reconstructs the bag (c’, i’). Their issue with texture leakage
manifests itself again on the shoulder in (j, j’), notice how our approach (e, €’) produces a clean result. Lastly, see how our result (f, f’) is sharper and the face is
better pronounced compared to the result of Jamriska et al. [2019] (k, k’), which suffers from artifacts caused by their explicit merging of keyframes. Video
frames (top row) and style exemplars (a, d, g) courtesy of © MAUR film.

ACM Trans. Graph., Vol. 39, No. 4, Article 1. Publication date: July 2020.
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Fig. 16. An example sequence of 228 video frames (in blue) as stylized from two keyframes (a, d). Results of our method (b, c) stay true to style exemplars over
the course of the sequence. Video frames (insets of a-d) and style exemplars (a, d) courtesy of © Muchalogy.

4.2 Interactive applications

To evaluate the ideas we presented in practice, we invited artists to
work with our framework. We implement and experiment with three
different setups in which the artists created physical as well as digital
drawings. The goal of these sessions was to stylize one or more
video keyframes artistically. Using a workstation PC, we provided
the artists with a version of our framework that implements real-
time interactive stylization of pre-prepared video sequences and
stylization of live camera feeds.

These applications, all of which rely on and strongly benefit
from the near real-time nature of patch-based training as well as
the real-time performance of full-frame inference, naturally lend
themselves to fast iteration. The artist is provided with real-time
feedback that approximates what the final result of video stylization
might look like, thus reducing the possibility of running into issues
with artifacts that would be difficult to alleviate later on.

During the sessions, artists especially appreciated seeing video
results very quickly, as it helps steer creative flow and offers the
possibility of perceiving the effect of individual changes in the style
exemplar at a glance. The overall experience was described as incred-
ibly fun and paradigm-changing, with little to no negative feedback.
Using this system is intuitive and even suitable for children. These
different scenarios are described in detail in the supplementary
material.

5 LIMITATIONS AND FUTURE WORK

Although our framework brings substantial improvements over the
state-of-the-art and makes keyframe video stylization more flexible
and interactive, there are still some limitations that could represent
a potential for further research.

Despite the fact our technique uses different computational ma-
chinery than current state-of-the-art [Jamriska et al. 2019] (deep
convolutional network vs. guided patch-based synthesis), both ap-
proaches share similar difficulties when stylized objects change their
appearance substantially over time, e.g., when the object rotates and
thus reveals some unseen content. Although our approach often
resists slightly longer than patch-based synthesis due to the ability
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to generalize better, it usually cannot invent consistent stylization
for new features that were not stylized in the original keyframe,
see Fig. 10. In this case, the user needs to provide additional keyframes
to make the stylization consistent.

As compared to the method of Jamrigka et al. our approach may
encounter difficulties when processing keyframes at a higher res-
olution (e.g., 4K) to stylize high-definition videos. Although the
size of patches, as well as the network capacity, can be increased
accordingly, the training may take notably longer time, as a differ-
ent multi-scale approach [Wang et al. 2018b] could be necessary.
However, the problem of training of larger models is an active re-
search topic in machine learning, so we believe that soon, more
efficient methods will be developed so that our technique would be
applicable also at higher resolutions.

Although our approach does not require the presence of previ-
ous stylized frames to preserve temporal coherency, the motion-
compensated bilateral filter, as well as the creation of layer with a
random mixture of colored Gaussians, requires fetching multiple
video frames. Even though those auxiliary calculations can still be
performed in parallel, they need additional computation resources.
Those may cause difficulties when considering real-time inference
from live video streams. In our prototype, during the live capture
sessions, treatment for improving temporal coherence was not taken
into account. A fruitful avenue for future work would be to imple-
ment real-time variants of the motion-compensated bilateral filter
as well as a mixture of colored Gaussians. Also, different methods
could be developed that would enable the network to keep stylized
video temporally coherent without the need to look into other video
frames.

6 CONCLUSION

We presented a neural approach to keyframe-based stylization of
arbitrary videos. With our technique, one can stylize the target se-
quence using only one or a few hand-drawn keyframes. In contrast
to previous neural-based methods, our method does not require
large domain-specific datasets nor lengthy pre-training. Thanks
to our patch-based training scheme, optimized hyper-parameters,



and handling of temporal coherence, a standard appearance trans-
lation network can be trained on a small set of exemplars. Once
trained, it can quickly deliver temporally coherent stylized videos
with a visual quality comparable to the current state-of-the-art in
keyframe-based video stylization, which uses guided patch-based
synthesis. A key benefit of our technique is that it can work in a
frame-independent mode, which is highly beneficial for current
professional video editing tools that rely heavily on random access
and parallel processing. It also does not require the explicit merging
of stylized content when slightly inconsistent keyframes are used.
Moreover, since the network in our framework can be trained
progressively, and the inference runs in real-time on off-the-shelf
GPUs, we can propose several new video editing scenarios that
were previously difficult to achieve. Those include stylization of
a live video stream using a physical hand-drawn exemplar being
created and captured simultaneously by another video camera. We
believe interactive scenarios such as this will empower the creative
potential of artists and inspire them with new creative ideas.
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